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a b s t r a c t 

Microgrid provides a promising solution to consume more distributed renewable energies. To coordinate the in- 

creasingly developed distributed renewable generators in a high flexibility and high efficiency way, distributed 

event-triggered mechanisms have been widely investigated in the literature to reduce the communication re- 

quirement and hence improve the control performance of microgrids. However, most of the event-triggered 

mechanisms mandate continuous calculation of complicated triggering conditions, which may in turn impose 

the computation burden of the controller and increase additional energy cost. To this end, this paper presents 

a distributed self-triggered control strategy for the frequency restoration in islanded microgrids with the aid of 

a linear clock. With this self-triggered solution, each distributed generator’s controller decides its own control 

and communication actions based on monitoring the linear clock, which excludes continuous calculation of any 

triggering conditions. Thus, the communication and computation costs can be reduced simultaneously. Moreover, 

Zeno behavior can be naturally excluded by the above design. The results of theoretical analysis and simulations 

show that the proposed distributed self-triggered control scheme can effectively coordinate distributed renewable 

generators with very low communication and computation requirements. Therefore, this research can improve 

the coordination efficiency of microgrids greatly, which is very useful for guiding the efficient operation of large- 

scale distributed renewable generators. 
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. Introduction 

To mitigate climate change, sustainable and low-carbon use of en-

rgy has become the focus of human attention [1] . Two major chal-

enges for decarbonization of energy systems include renewable transi-

ion planning and sustainable systems operations [2] . From the perspec-

ive of renewable transition planning, the decarbonization promotes the

evelopment of distributed generators (DGs) around the world, such as

hotovoltaic and wind generators. From the view of sustainable sys-

ems operations, microgrids (MGs) with flexible operation ability are

ncreasing rapidly to integrate and coordinate local loads and DGs [3] ,

o that the investment into long-distance electricity transmission can be

ecreased [4] . However, compared with traditional large-scale power

ystems, the stable operation of MGs is more challenging [5] . The first

eason is that the power output of DGs in MGs is easily impacted by
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hangeable weather conditions, which bring more fluctuations to MGs.

he second reason is that the regulation resources in MGs are generally

ess than the traditional generating units in large-scale power systems

6] . 

To maintain the stability of MGs, two control processes have been

roposed and widely used in the real-time operation, i.e., the primary

ontrol and the secondary control of DGs [7] . The primary control han-

les quickly stabilizing the frequency and voltage of MGs when distur-

ances occur, which is prevalently achieved by droop control [8] . The

econdary control is to compensate for the frequency and voltage de-

iations caused by primary droop control or during fault conditions. It

an be achieved by centralized, decentralized and distributed methods,

mong which the distributed secondary control with local decision mak-

ng and neighboring communication has the advantages of both scala-

ility and reliability [9] . Since DGs are usually located dispersedly, the
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Nomenclature 

𝜔 𝑖 The angular frequency of DG 𝑖 , Hz 

𝜔 ∗ 
𝑖 

The set point of the primary control of DG 𝑖 , Hz 

𝜔 max 
𝑖 

The maximum angular frequency of DG 𝑖 , Hz 

𝜔 min 
𝑖 

The minimum angular frequency of DG 𝑖 , Hz 

𝜔 𝑟 
𝑖 

The reference angular frequency of DG 𝑖 , Hz 

𝑃 𝑖 The active power output of DG 𝑖 , kW 

𝑃 max 
𝑖 

The minimum active power output of DG 𝑖 , kW 

𝑢 𝜔 
𝑖 

The frequency restoration control input of DG 𝑖 

𝑢 𝑃 
𝑖 

The active power sharing control input of DG 𝑖 

𝑘 𝜔 The coupling gain of frequency restoration control 

𝑘 𝑃 The coupling gain of active power sharing control 

𝜀 The sensitivity parameter of frequency restoration 

control 

𝑡 𝜔𝑖 
𝑘 

The 𝑘 th triggering time instant of DG 𝑖 

𝜃𝜔 
𝑖 

The linear clock of frequency restoration of DG 𝑖 

𝜃𝑃 
𝑖 

The linear clock of active power sharing of DG 𝑖 

𝛿 The sensitivity parameter of active power sharing 

control 

istributed secondary control is more applicable to MGs with massive

Gs than the other two ways. 

To provide more operation flexibility of DGs, in recent years, there

ave emerged a lot of excellent papers working on distributed secondary

ontrol [10] . For example, Xin et al. [11] first use multi-agent system-

ased distributed control method to achieve active power sharing in

Gs in a fully distributed way. Bidram et al. [12] propose the first dis-

ributed frequency/voltage restoration control strategy with a leader-

ollower consensus algorithm. Then, they detailedly discuss how to

chieve distributed secondary control in small-scale power systems us-

ng multiagent cooperative control theory [13] . Zhang et al. [14] use dis-

ributed estimation algorithm to achieve distributed secondary control

n microgrid. Hui et al. [15] propose a distributed control for frequency

estoration considering both distributed generators and load resources

n urban MGs. These distributed secondary control schemes mentioned

bove are all based on continuous control and communication assump-

ion, i.e., the control actions and communications are successive with a

mall fixed sampling period. However, this assumption would degrade

he efficiency of the control system. On the one hand, the continuous

ontrol is usually implemented by discretization. In order to guarantee

he system stability in the worst cases, the fixed sampling time is always

elected consecutively, generating a very frequent communication and

omputation. It is too much for the DGs with microprocessors that are

sually running with limited computing and communication capability.

n the other hand, with the continuous control and communication as-

umption, the controller will take control and communication actions

ven at steady states, leading to a wasteful use of the communication

nd computation resources and hence causing additional energy waste.

herefore, improving the efficiency of the distributed secondary control

ystem can not only reduce system burden, but also reduce energy con-

umption of control and communication, which can highly improve the

exibility and efficiency of MGs, and also contributes to decarboniza-

ion, especially for the system with large-scale DGs [16] . 

To reduce the cost of limited resources, more attention is paid

o distributed event-triggered secondary control strategies. With the

vent-triggered mechanism, each DG determines the triggers of its con-

roller by continuously calculating and monitoring a complex trigger-

ng condition, leading to aperiodic and intermittent neighboring com-

unication rather than continuous neighboring communication. A trig-

er means one time control action and one time communication with

eighbors. Hence, the communication burden can be greatly reduced

n this way. The related work includes: Fan et al. [17] design a dis-

ributed event-triggered consensus-like nonlinear state feedback con-
2 
rol to solve the problem of reactive power sharing, with which the

ommunication requirement is greatly reduced. Chen et al. [18] de-

ign a distributed event-triggered mechanism for frequency restoration

ontrol in MGs. With the aid of a distributed estimator, Chen et al.

19] design a distributed frequency restoration controller with event-

riggered communications. After that, the authors in [20] solve both

estoration and power sharing secondary control problems simultane-

usly with different event-triggered mechanisms [21] . By decoupling

he frequency restoration and active power allocation objectives and

sing the event-triggered consensus algorithm in [22] to the active

ower sharing control, Wang et al. [23] achieve both secondary con-

rol objectives with high communication efficiency. Then, Abdolmalek

t al. [24] develop a distributed event-triggered secondary controller

hat can naturally exclude Zeno behavior, which simplifies the con-

roller design a lot. To tolerate communication time delay, a novel

vent-triggered control protocol is proposed by Xie and Lin [25] for

he voltage restoration in AC MGs. To achieve faster convergence, a

nite-time distributed event-triggered secondary frequency and voltage

ontrol for islanded AC MGs is proposed by Choi et al. [26] . After that,

ian et al. [27] propose a dynamic event-triggered controller for the

econdary control in DC MGs, with which the inter-event time between

riggers can be enlarged and hence the communications can be further

educed. However, all the distributed event-triggered control schemes

entioned above mandate continuous calculation of a triggering condi-

ion, which would in turn increase the computation cost of the controller

28] . It implies the fact that the event-triggered mechanism has to sac-

ifice the computation efficiency in exchange for the communication

fficiency. 

To overcome this dilemma, one needs to try to reduce the computa-

ion cost while maintaining communication reduction. To this end, Chen

t al. [29] estimate the upper bound of the time intervals between the

riggers of controllers, and use this upper bound to enlarge the triggering

ondition checking period to reduce the computation burden. But, the

omputation cost would not be much reduced if the triggering condition

s very complex. In fact, the computation requirement can be further re-

uced by developing a distributed self-triggered mechanism [30] . By

elf-triggered control, it means that each controller determines its trig-

ers using the information at previous time instant without involving the

alculation of any triggering condition [31] . To the best of the authors’

nowledge, rare study can coordinate distributed generators with high

ommunication efficiency and computation efficiency simultaneously,

hich motivates our research in this paper. 

In this paper, a distributed self-triggered control strategy for the co-

rdination of DGs is proposed to solve the problem of frequency restora-

ion in islanded MGs. The contributions of this paper lie in: 

1) For frequency restoration control, a linear clock is introduced to

elp design the self-triggered controller, with which any calculation of

riggering condition is not required. Therefore, the communication and

omputation can be reduced simultaneously. 

2) By introducing the signum function and linear clock, Zeno behav-

or of the designed controller can be naturally excluded due to the select

arameter 𝜀 , which also determines the trade-off between the control

erformance and the number of triggering times. 

3) By using the similar designing principle, the active power sharing

ontrol is also achieved with the self-triggered mechanism, thus both

bjectives of frequency restoration and active power sharing are realized

ith high efficiency. 

With the proposed strategy, the coordination efficiency of distributed

enewable generators in microgrids is greatly improved, which is very

seful for guiding the efficient operation of large-scale distributed re-

ewable generators. 

The rest of this paper is organized as follows: Traditional dis-

ributed secondary control in islanded MGs is introduced in Section 2 . In

ection 3 , our main results of the distributed self-triggered mechanisms

esigning for the frequency restoration and active power sharing of MGs

re provided. In Section 4 , the effectiveness of the proposed controller



Y. Chen, D. Qi, H. Hui et al. Advances in Applied Energy 10 (2023) 100128 

Fig. 1. Block diagram of an inverter-based 

DG. 
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s validated by several simulation results. Finally, Section 5 concludes

ur work in this paper. 

. Traditional distributed secondary control in islanded 

icrogrids 

In this paper, DGs are considered as photovoltaic (PV) systems,

hich can be modeled as inverter-based voltage sources with photo-

oltaic panes [32] . The block diagram of a DG is illustrated in Fig. 1 .

n this constructure, the PV system is connected to the MG through a

C/AC inverter, an LC filter and an output line, which is also termed as

utput connector. For the control of the inverter-based DG, it contains

he inner voltage loop, inner current loop, and PWM controller in a cas-

ade configuration. The time scale of these control loops is very short,

nd hence can be neglected safely when we focus on the secondary con-

rol level. One can refer to [13] for the detailed dynamics of these inner

ontrol loops. 

For the primary control in islanded MGs, it provides reference sig-

als to the inner control loops. Droop control is one of the widely used

trategies to stabilize the frequency and voltage in a trivial amount of

ime. Droop mechanism emulates the 𝑃 − 𝜔 and 𝑉 − 𝑄 relationships of

he conventional synchronous generators [33] . For 𝑃 − 𝜔 droop mech-

nism, it can be represented by 

 𝑖 = 𝜔 ∗ 𝑖 − 𝑚 𝑖 𝑃 𝑖 (1) 

here 𝑚 𝑖 satisfies [34] 

 𝑖 = 

𝜔 max 
𝑖 

− 𝜔 min 
𝑖 

𝑃 max 
𝑖 

, (2) 

On this basis, the droop-based primary control makes DGs share their

ctive power according to their droop coefficients. Specifically, 

 1 𝑃 1 = 𝑚 2 𝑃 2 = ⋯ = 𝑚 𝑁 𝑃 𝑁 . (3) 

It is worth noting that the maximum power in the Eq. (2) is the

ynamic maximum available power, while not the rated installed ca-

acities. That is to say, the droop coefficient is based on the real-time

vailable power output of each DG, which is dynamic with time. 

In this paper, for the secondary control in islanded MGs, the main

ontrol objective is to restore the operating frequency in an islanded MG

ack to the reference value based on distributed cooperative control.

hat is, achieving the following objective in a distributed manner, 

lim 

 →∞
𝜔 𝑖 ( 𝑡 ) = 𝜔 𝑟 𝑖 . (4) 
a  

3 
For distributed secondary control, since the control algorithm is

laced at DGs’ local, in order to achieve the global objective, the com-

unication network plays a vital role. Mathematically, the communica-

ion network can be represented by an undirected graph  = (  ,  ,  ) .
denotes the vertice set, representing the set of DGs in MGs.  denotes

he edge set, representing the set of communication links between DGs.

 = [ 𝑎 𝑖𝑗 ] 𝑛 ×𝑛 is the adjacency matrix, characterizing the communication

elationship between DGs, where 𝑛 is the total number of DGs. 𝑎 𝑖𝑗 = 1 in-

icates DG 𝑖 can receive information from DG 𝑗 . Thus, DG 𝑗 is called the

n-neighbor of DG 𝑖 . If 𝑎 𝑖𝑗 = 0 , it means there exists no communication

etween DG 𝑖 and DG 𝑗. A path between two DGs (e.g., DG 𝑖 and DG 𝑗)

s defined as a vertice sequence 𝑠 1 , 𝑠 2 , ⋯ , 𝑠 𝑙 , ⋯ , 𝑠 𝑘 , where 𝑠 1 = 𝑖 , 𝑠 𝑘 = 𝑗,

nd 𝑠 𝑙 ∈  . A communication network is called connected if there ex-

sts a path between every two DGs. The neighbor set of DG 𝑖 is denoted

y  𝑖 . The number of DG 𝑖 ’ neighbors, representing by 𝑑 𝑖 , is called the

egree of DG 𝑖 . Then, the Laplacian matrix is defined by 𝐿 = 𝐷 

′ −  ,

here 𝐷 

′ = diag { 𝑑 1 , 𝑑 2 , ⋯ , 𝑑 𝑛 } . 
To realize the global control objective, the following assumption is

ade throughout this paper. 

Assumption 1: The communication network is undirected and con-

ected. 

In general, by turning the set point 𝜔 ∗ 
𝑖 

of the primary control in

1) via the following auxiliary control inputs 𝑢 𝜔 
𝑖 
, the objective of (4) can

e achieved in a distributed manner [12,35,36] , 

 

𝜔 
𝑖 = − 𝑘 𝜔 

⎡ ⎢ ⎢ ⎣ 
∑
𝑗∈ 𝑖 

𝑎 𝑖𝑗 ( 𝜔 𝑖 − 𝜔 𝑗 ) + 𝑏 𝑖 ( 𝜔 𝑖 − 𝜔 𝑟 ) 
⎤ ⎥ ⎥ ⎦ , (5)

n which �̇� 𝑖 = 𝑢 𝜔 
𝑖 
; 𝑘 𝜔 > 0 ; 𝑏 𝑖 ∈ {0 , 1} is the pinning gain, indicating the

ccess to the reference angular frequency. 

Note that the distributed control law (5) only involves the local

tate, the neighbors’ information, and the reference angular frequency

if 𝑏 𝑖 = 1 ), it means that the distributed controller can be deployed at

Gs’ local, and the communication is localized as well. Therefore, the

istributed frequency restoration controller has better reliability and

calability compared to the traditional centralized one, and hence is

ore adapted to coordinate the distributed energy resources in MGs. 

However, the frequency restoration control itself may lead to bad ac-

ive power allocation compared to the droop-based primary control. The

eason is that there are two degrees of freedom in the secondary control

f MGs, it means the two control objectives, i.e., the frequency restora-

ion control and the active power sharing control, are deeply coupled,

s expressed in (1) . If we only control one of them, the other would be

ffected. Therefore, it is expected to maintain the same power sharing
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𝑒  
attern as the droop control after the frequency restoration controller

eing applied. 

To meet this requirement, one needs to coordinate the outputs of

Gs. This problem is usually transformed into a consensus problem with

he following auxiliary control input 

 

𝑃 
𝑖 = − 𝑘 𝑃 

∑
𝑗∈ 𝑖 

𝑎 𝑖𝑗 ( 𝑚 𝑖 𝑃 𝑖 − 𝑚 𝑗 𝑃 𝑗 ) , (6)

here 𝑚 𝑖 �̇� 𝑖 = 𝑢 𝑃 
𝑖 

; 𝑘 𝑃 > 0 . 
Therefore, the set point of the primary control can be given by 

 

∗ 
𝑖 = ∫ ( 𝑢 𝜔 𝑖 + 𝑢 𝑃 𝑖 ) d 𝑡, (7)

ith which the frequency restoration objective can be achieved, and at

he same time, the active power can be shared properly according to

Gs’ droop coeffiicients. 

However, it should be noted that the controller (5) and the controller

6) are based on the assumption of continuous controller updates and

ommunications. This would result in a wasteful use of the local re-

ources of DGs, which may degrade the effectiveness and performance

f MGs. 

Self-triggered control can solve this problem by triggering the dis-

ributed controller only when necessary. The triggers are determined

hen the stability condition is about to be violated. Accordingly, the

elf-triggered control may not tolerate too much longer time delay.

herefore,the following assumption should be held. 

Assumption 2: It is assumed that the communication delay among

Gs is much smaller compared with the communication interval in be-

ween triggers. 

. Distributed self-triggered secondary controller design 

In this section, we first design a distributed self-triggered controller

or the frequency restoration in islanded MGs based on a linear clock,

hich can exclude Zeno behavior naturally and does not involve con-

inuously computing any triggering condition. Meanwhile, we provide

he theoretical analysis of the proposed controller in detail. In addition,

ased on the same design principle, we design a similar distributed self-

riggered control scheme for the active power sharing in islanded MGs

s well. 

.1. Self-triggered frequency restoration controller design 

Preliminary, the frequency consensus error is denoted by 

 𝑖 = 

∑
𝑗∈ 𝑖 

𝑎 𝑖𝑗 ( 𝜔 𝑖 − 𝜔 𝑗 ) + 𝑏 𝑖 ( 𝜔 𝑖 − 𝜔 𝑟 ) , (8)

hen, we define the following function 

ign 𝜀 ( 𝑥 ) = 

{ 

sign ( 𝑥 ) if |𝑥 | ≥ 𝜀 

0 otherwise , 
(9)

here 𝜀 ≥ 0 is the sensitivity parameter indicating the convergence ac-

uracy. 

By using the defined function and the consensus error, the frequency

estoration control input with a linear clock is defined as 
 

𝑢 𝜔 𝑖 ( 𝑡 ) = − sign 𝜀 ( ̂𝐷 𝑖 ( 𝑡 )) 

�̇�𝜔 
𝑖 
( 𝑡 ) = −1 , 

(10) 

here 

̂
 𝑖 ( 𝑡 ) = 𝐷 𝑖 ( 𝑡 𝜔𝑖 𝑘 ) for 𝑡 ∈ [ 𝑡 𝜔𝑖 

𝑘 
, 𝑡 𝜔𝑖 
𝑘 +1 ) , (11)

n which 𝑡 𝜔𝑖 
𝑘 

is determined by 

 

𝜔𝑖 
𝑘 

= inf { 𝑡 > 𝑡 𝜔𝑖 
𝑘 −1 |𝜃𝜔 𝑖 ( 𝑡 ) = 0} . (12)
4 
Let 𝜃𝜔 
𝑖 
( 𝑡 ) satisfy the evolution of 

𝜔 
𝑖 ( 𝑡 

+ ) = 

⎧ ⎪ ⎨ ⎪ ⎩ 
max { 

|𝐷 𝑖 ( 𝑡 ) |
4( | 𝑖 | + 𝑏 𝑖 ) 

, 
𝜀 

4( | 𝑖 | + 𝑏 𝑖 ) 
} if 𝜃𝜔 

𝑖 
( 𝑡 ) = 0 

𝜃𝑖 ( 𝑡 ) otherwise , 

(13)

here | 𝑖 | is the cardinal number of  𝑖 , indicating the number of DG

 ’s neighbor. 

The principle behind this controller design is: the controller only up-

ates its state 𝐷 𝑖 ( 𝑡 ) by using the local state and the neighboring states at

he triggering time instant 𝑡 𝜔𝑖 
𝑘 

[cf. (10) and (11) ]; otherwise, 𝑢 𝜔 
𝑖 

remains

nchanged during the time intervals between triggers. The triggering

ime instants are determined by the linear clock of 𝜃𝜔 
𝑖 
( 𝑡 ) , which decays

inearly according to 𝑡 with the dynamic of �̇�𝜔 
𝑖 
( 𝑡 ) = −1 . When the clock

𝜔 
𝑖 
( 𝑡 ) decays to 0, the time 𝑡 is defined as a triggering time instant, and at

he same time, the clock 𝜃𝜔 
𝑖 
( 𝑡 𝜔𝑖 
𝑘 
) is updated by max { 

|𝐷 𝑖 ( 𝑡 𝜔𝑖 𝑘 ) |
4( | 𝑖 |+ 𝑏 𝑖 ) , 𝜀 

4( | 𝑖 |+ 𝑏 𝑖 ) } . 
Therefore, the controller only needs to monitor the clock 𝜃𝜔 

𝑖 
to de-

ermine the triggering time instants without involving computation for

ny triggering condition. This feature makes the controller reduce the

omputation burden significantly compared to the event-triggered con-

rollers. 

Then, we can conclude that the triggering times naturally define the

volution of 𝜃𝜔 
𝑖 

, namely: 

 

𝜔𝑖 
𝑘 +1 = 𝑡 𝜔𝑖 

𝑘 
+ 

⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ 
|𝐷 𝑖 ( 𝑡 𝜔𝑖 𝑘 ) |

4( | 𝑖 | + 𝑏 𝑖 ) 
if |𝐷 𝑖 ( 𝑡 𝜔𝑖 𝑘 ) | ≥ 𝜀 

𝜀 

4( | 𝑖 | + 𝑏 𝑖 ) 
if |𝐷 𝑖 ( 𝑡 𝜔𝑖 𝑘 ) | < 𝜀. (14)

Thus, we immediately argue that, for each DG 𝑖 , the time interval

etween every two adjacent triggering time instants has a lower bound,

.e., for any 𝑘 ≥ 1 , 

 

𝜔𝑖 
𝑘 +1 − 𝑡 𝜔𝑖 

𝑘 
≥ 

𝜀 

4 max { | 𝑖 | + 𝑏 𝑖 } 
. (15)

his means the self-triggered controller can naturally exclude Zeno be-

avior. 

For the concept of Zeno behavior in continuous control, Zeno behav-

or means an infinite number of triggers in a finite time period, occurs

37] . However, in practice, the continuous control is usually realized by

iscretization. Thus, Zeno behavior for the discretized continuous con-

rol means successive redundant triggers occur over a finite period. In

ther words, it means the controller trigger happens at every sampling

ime during a finite period, which indicates a failure of self-triggered

echanism design. Therefore, it is important to prove the exclusion of

eno behavior when one designs an event-triggered or a self-triggered

ontroller. 

For most of the existing researches regarding event-triggered or self-

riggered controllers, the exclusion of Zeno behavior is usually proved

y deriving a positive lower bound of the time interval between every

wo adjacent triggering time instants. However, rather complicated cal-

ulations are involved when acquiring the lower bound. Whereas, our

elf-triggered controller can naturally exclude Zeno behavior due to the

efinition of the linear clock, showing the superiority of the proposed

elf-triggered controller. 

The following Theorem states the convergence correctness of the pro-

osed distributed self-triggered frequency restoration controller. 

Theorem 1: For an MG with 𝑁 DGs under Assumption 1 and As-

umption 2 , in which one DG has access to the reference frequency, if

ach DG is equipped with the designed controller (10) , triggering at the

ime instants of (12) that is monitored by the linear clock 𝜃𝜔 
𝑖 
( 𝑡 ) evolved

ccording to (13) , then the frequency restoration objective of (4) can be

chieved with a desired convergence error 𝜀 . 

Proof: We first define the tracking error by 

 𝑖 ( 𝑡 ) = 𝜔 𝑖 ( 𝑡 ) − 𝜔 𝑟 , (16)
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Then, we have 𝑫 ( 𝑡 ) = 𝐻 𝒆 ( 𝑡 ) , in which 𝐻 = 𝐿 + 𝐵, 𝐵 =
iag { 𝑏 1 , 𝑏 2 , ⋯ , 𝑏 𝑁 } , 𝑫 = [ 𝐷 1 , 𝐷 2 , ⋯ , 𝐷 𝑁 ] 𝑇 and 𝒆 = [ 𝑒 1 , 𝑒 2 , ⋯ , 𝑒 𝑁 ] 𝑇 . 

Considering the following candidate Lyapunov function 

 ( 𝒆 ( 𝑡 )) = 

1 
2 
𝒆 𝑇 𝐻 𝒆 ≥ 0 , (17)

e can derive the derivative of 𝑉 ( 𝑡 ) as 

̇
 = 𝒆 𝑇 𝐻 ̇𝒆 = − 

𝑁 ∑
𝑖 =1 
𝐷 𝑖 sign 𝜀 ( ̂𝐷 𝑖 ) = − 

∑
𝑖 ∶ |�̂� 𝑖 |≥ 𝜀 

𝐷 𝑖 sign 𝜀 ( ̂𝐷 𝑖 ) . (18) 

According to (10) and (14) , we observe that, for 𝑡 ∈ [ 𝑡 𝜔𝑖 
𝑘 
, 𝑡 𝜔𝑖 
𝑘 +1 ) , �̂� 𝑖 =

 𝑖 ( 𝑡 𝜔𝑖 𝑘 ) ≤ − 𝜀 indicates �̇� 𝑖 = 1 [cf. (10) ]. It means that 𝜔 𝑖 increases, and

ence �̂� 𝑖 increases with the quantity of ( | 𝑖 | + 𝑏 𝑖 )( 𝑡 − 𝑡 𝜔𝑖 
𝑘 
) in between 𝑡 𝜔𝑖 

𝑘 

nd 𝑡 . And 𝜔 𝑗 for all 𝑗 ∈  𝑖 may decrease with the quantity of ( 𝑡 − 𝑡 𝜔𝑖 
𝑘 
) ,

ence �̂� 𝑖 may increase with the quantity of | 𝑖 |( 𝑡 − 𝑡 𝜔𝑖 
𝑘 
) in between 𝑡 𝜔𝑖 

𝑘 

nd 𝑡 either. So, we have 

 𝑖 ( 𝑡 ) < �̂� 𝑖 + 2( | 𝑖 | + 𝑏 𝑖 )( 𝑡 − 𝑡 𝜔𝑖 
𝑘 
) ≤ 

�̂� 𝑖 

2 
, (19)

n which we have used the relation 𝑡 − 𝑡 𝜔𝑖 
𝑘 

≤ 

− ̂𝐷 𝑖 
4( | 𝑖 |+ 𝑏 𝑖 ) . 

Similarly, for 𝑡 ∈ [ 𝑡 𝜔𝑖 
𝑘 
, 𝑡 𝜔𝑖 
𝑘 +1 ) and �̂� 𝑖 ≥ 𝜀 , we can derive 

 𝑖 ( 𝑡 ) > 
�̂� 𝑖 

2 
. (20)

Inequalities (19) and (20) mean 𝐷 𝑖 and �̂� 𝑖 have the same sign when

�̂� 𝑖 | ≥ 𝜀 . So we have 𝐷 𝑖 sign 𝜀 ( ̂𝐷 𝑖 ) = |𝐷 𝑖 | for |�̂� 𝑖 | ≥ 𝜀 . 

Moreover, from (19) we can derive that, for �̂� 𝑖 ≤ − 𝜀 , 

𝐷 𝑖 ( 𝑡 ) | = − 𝐷 𝑖 ( 𝑡 ) > − ̂𝐷 𝑖 − 2( | 𝑖 | + 𝑏 𝑖 )( 𝑡 − 𝑡 𝑖 
𝑘 
) ≥ 

|�̂� 𝑖 |
2 
. (21) 

Combining it with (20) , we have |𝐷 𝑖 ( 𝑡 ) | > |�̂� 𝑖 |2 . Therefore, we can

educe from (18) that 

̇
 = − 

∑
𝑖 ∶ |�̂� 𝑖 |≥ 𝜀 

𝐷 𝑖 sign 𝜀 ( ̂𝐷 𝑖 ) < − 

∑
𝑖 ∶ |�̂� 𝑖 |≥ 𝜀 

|�̂� 𝑖 |
2 

≤ − 

∑
𝑖 ∶ |�̂� 𝑖 |≥ 𝜀 

𝜀 

2 
. (22) 

Inequality (22) implies that when |�̂� 𝑖 | < 𝜀 for all 𝑖 ∈ {1 , 2 , ⋯ , 𝑁} ,
̇
 ( 𝑡 ) = 0 . In this sense, the system reaches stability. Thus, we can

onclude that, with the proposed distributed self-triggered frequency

estoration controller, the control objective (4) can be achieved with a

onvergence error of |∑𝑗∈ 𝑖 
𝑎 𝑖𝑗 ( 𝜔 𝑖 − 𝜔 𝑗 ) + 𝑏 𝑖 ( 𝜔 𝑖 − 𝜔 𝑟 ) | < 𝜀 . ■

Note that the proposed self-triggered controller is not asymptotically

onvergent, but converges with a desired error. Nevertheless, it is ap-

licable for the secondary control of MGs as long as 𝜀 is chosen to be

mall enough. In addition, it can be seen from (10), (13) , and the con-

ergence error |∑𝑗∈ 𝑖 
𝑎 𝑖𝑗 ( 𝜔 𝑖 − 𝜔 𝑗 ) + 𝑏 𝑖 ( 𝜔 𝑖 − 𝜔 𝑟 ) | < 𝜀 that, the choice of 𝜀

rescribes the trade-off between the number of triggers and the accuracy

f convergence. Specifically, a smaller 𝜀 means a smaller convergence

rror, but more triggers. Indeed, small control error is important to the

ystem operation, while over-triggering is certainly a drawback from

he perspective of an efficient use of limited communication and com-

utation resources. If one chooses 𝜀 = 0 , the controller will degrade to a

raditional distributed secondary controller with no convergence error. 

It should also be pointed out that, different from the existing event-

riggered distributed secondary controllers, the designed linear clock

𝑖 ( 𝑡 ) and the employment of sign 𝜀 ( ⋅) result in a linear evolution of the

roposed controller. Furthermore, as (13) illustrate, the triggers during

he transient period are aperiodic and intermittent, rather than contin-

ous. Since no triggering condition computation is involved, the com-

unication and computation costs can be greatly reduced. 

.2. Self-triggered power sharing controller design 

In order to maintain the same power sharing pattern as what droop

echanism does while reducing the communication and computation
5 
equirements, a distributed self-triggered power sharing controller is

roposed based on a similar principle in this subsection. 

Similarly, we first denote a consensus error for the active power 

 𝑖 = 

∑
𝑗∈ 𝑖 

𝑎 𝑖𝑗 ( 𝑝 𝑖 − 𝑝 𝑗 ) , (23) 

n which we let 𝑝 𝑖 represent 𝑚 𝑖 𝑃 𝑖 . 

Then, we design the control input with a linear clock by 
 

𝑢 𝑃 𝑖 ( 𝑡 ) = − sign 𝛿( ̂𝐴 𝑖 ( 𝑡 )) 

�̇�𝑃 𝑖 ( 𝑡 ) = −1 . 
(24) 

n which 𝐴 𝑖 ( 𝑡 ) = 𝐴 𝑖 ( 𝑡 𝑃 𝑖 𝑘 
) for 𝑡 ∈ [ 𝑡 𝑃 𝑖 

𝑘 
, 𝑡 𝑃 𝑖 
𝑘 +1 ) , where 𝑡 𝑃 𝑖 

𝑘 
is the 𝑘 th ( 𝑘 = 1 , 2 , ⋯ )

riggering time instant of DG 𝑖 , which can be similarly defined by 

 

𝑃 𝑖 
𝑘 

= inf { 𝑡 > 𝑡 𝑃 𝑖 
𝑘 −1 |𝜃𝑃 𝑖 ( 𝑡 ) = 0} . (25)

Analogously, the evolution of 𝜃𝑃 
𝑖 
( 𝑡 ) is designed as 

𝑃 
𝑖 ( 𝑡 

+ ) = 

⎧ ⎪ ⎨ ⎪ ⎩ 
max { 

|𝐴 𝑖 ( 𝑡 ) |
4 | 𝑖 | , 𝛿

4 | 𝑖 |} if 𝜃𝑃 
𝑖 
( 𝑡 ) = 0 

𝜃𝑖 ( 𝑡 ) otherwise . 

(26)

Thus, we also have 

 

𝑃 𝑖 
𝑘 +1 = 𝑡 𝑃 𝑖 

𝑘 
+ 

⎧ ⎪ ⎨ ⎪ ⎩ 
|𝐴 𝑖 ( 𝑡 𝑃 𝑖 𝑘 

) |
4 | 𝑖 | if |𝐴 𝑖 ( 𝑡 𝑃 𝑖 𝑘 

) | ≥ 𝛿

𝛿

4 | 𝑖 | if |𝐴 𝑖 ( 𝑡 𝑃 𝑖 𝑘 
) | < 𝛿, (27)

hat is 𝑡 𝑖 
𝑘 +1 − 𝑡 𝑖 

𝑘 
≥ 

1 
4 max ( | 𝑖 |) for all 𝑖 ∈ {1 , 2 , ⋯ , 𝑁} and all 𝑘 ∈ {0 , 1 , 2 , ⋯ } ,

nd hence Zeno behavior is naturally excluded as well. 

By this design, we have the following theorem. 

Theorem 2: For an MG with 𝑁 DGs under Assumptions 1 and 2 , if

ach DG is equipped with the controller (24) , triggering at the time in-

tants of (25) monitored by the linear clock 𝜃𝑃 
𝑖 
( 𝑡 ) that evolves according

o (26) , then the active power sharing objective can be achieved with a

esired convergence error 𝛿. 

Proof: For the power sharing controller, we consider the following

andidate Lyapunov function 

 ( 𝒑 ( 𝑡 )) = 

1 
2 
𝒑 𝑇 𝐿 𝒑 ≥ 0 , (28)

ith 𝒑 = [ 𝑝 1 , 𝑝 2 , ⋯ , 𝑝 𝑁 ] 𝑇 . 
Thus, the derivative of (28) is 

̇
 = 𝒑 𝑇 𝐿 ̇𝒑 = − 

𝑁 ∑
𝑖 =1 
𝐴 𝑖 sign 𝛿( ̂𝐴 𝑖 ) = − 

∑
𝑖 ∶ |𝐴 𝑖 |≥ 𝛿

𝐴 𝑖 sign 𝛿( ̂𝐷 𝑖 ) . (29) 

Similar to the proof of Theorem 1, we can derive that 

̇
 = − 

∑
𝑖 ∶ |𝐴 𝑖 |≥ 𝛿

𝐴 𝑖 sign 𝛿( ̂𝐴 𝑖 ) ≤ − 

∑
𝑖 ∶ |𝐴 𝑖 |≥ 𝛿

|𝐴 𝑖 |
2 

≤ − 

∑
𝑖 ∶ |𝐴 𝑖 |≥ 𝛿

𝛿

2 
. (30) 

Then, we can conclude that, with the proposed distributed self-

riggered power sharing controller, the control objective (3) can be

chieved with the convergence error of |∑𝑗∈ 𝑖 
𝑎 𝑖𝑗 ( 𝑝 𝑖 − 𝑝 𝑗 ) | < 𝛿. ■

By Theorems 1 and 2 , we can achieve both 𝜔 − 𝑃 secondary con-

rol objectives simultaneously only with reduced communication and

omputation requirements, which will greatly increase the system effi-

iency of the islanded MGs. Figure 2 illustrates the block diagram of the

roposed self-triggered secondary controllers. 

. Verification results 

In this section, we validate the effectiveness of the proposed self-

riggered secondary controllers by simulating a test MG in MAT-

AB/Simulation environment. The test MG model consists of four DGs

ith a circle undirected communication network as depicted in Fig. 3 .

t should be pointed out that the DG in the test MG is modeled as an
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Fig. 2. Block diagram of the proposed self-triggered secondary controllers. 

Fig. 3. Single-line diagram of the test MG model. 
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nverter-based voltage resource that includes the inner voltage and in-

er power control loops, as well as PWM mechanism simulations. The

arameter settings of the text MG are provided in Table 1 . 

For the frequency restoration and power sharing controllers, the con-

ergence errors are set to be 𝜀 = 𝛿 = 0 . 01 . As illustrated later, this setting

an meet the convergence requirements of MGs. The reference frequency

s set to be 𝑓 𝑟 = 50 Hz, i.e., 𝜔 𝑟 = 2 𝜋𝑓 𝑟 = 314 rad/s. The sampling step of

he system is discretized to 0.001 s. 
6 
We will first show the effectiveness of proposed self-triggered

ontrollers, then the comparisons to the traditional distributed sec-

ndary controller (i.e., time-triggered) and to the state-of-the-art event-

riggered controller will be provided. 

The simulation process is set to be: At 𝑡 = 0 s, the MG isolates from

he main grid and works at islanded mode. At the beginning, the MG is

nly monitored by primary droop control. Then, at 𝑡 = 1 s, the secondary

ontrol is started. After that, at 𝑡 = 3 s, Load2 suddenly increases 10 kW.



Y. Chen, D. Qi, H. Hui et al. Advances in Applied Energy 10 (2023) 100128 

Fig. 4. Performances of the proposed con- 

trollers: (a) Frequencies of DGs; (b) Active pow- 

ers of DGs. 

Table 1 

Parameter Settings of the Test MG System. 

DG1 & DG3 DG2 & DG4 

DGs 

𝑃 max 20 kW 𝑃 max 10 kW 

𝑚 𝑝 5 × 10 −5 𝑚 𝑝 10 × 10 −5 

𝑅 𝑐 0.2 Ω 𝑅 𝑐 0.2 Ω
𝐿 𝑐 3 × 10 −3 H 𝐿 𝑐 3 × 10 −3 H 

Lines 

Line 1 & Line 3 Line 2 

𝑅 1 &𝑅 3 0.23 Ω 𝑅 2 0.35 Ω
𝐿 1 &𝐿 3 3 . 18 × 10 −3 H 𝐿 2 1 . 847 × 10 −3 H 

Loads 𝑃 load1 30 kW 𝑃 load2 20 kW 
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t  
hen, at 𝑡 = 5 s, Load2 drops 10 kW. The total simulation time is set to

e 7 s. 

.1. Effectiveness verification 

Figure 4 shows the system performance of the proposed self-

riggered controllers, where Fig. 4 (a) provides the frequencies of DGs

nd Fig. 4 (b) illustrates the output active powers of DGs. It can be ob-

erved that, after the MG being islanded, the frequency of the system

s quickly stabilized due to the droop-based primary control. The ac-

ive power is allocated according to each DG’s droop coefficient, but

he frequency is deviated from the nominal value 50 Hz. While after

he secondary controllers are actuated, the frequency of the system is

radually compensated to 50 Hz. And the active power outputs are al-

ocated to remain the same sharing pattern as the droop-based primary

ontrol. While after load changes occurring at 3 s and 5 s, the frequency

an also be restored back to the nominal value and the active power are

hared properly either. It should be noted from Fig. 4 (b) that there exists
7 
 small convergence error during the steady states due to the error set-

ing. However, the error is very small, and the system is stable, such that

he performance is acceptable for the operation of islanded MGs. This

esult validates that the proposed self-triggered secondary controllers

an achieve the secondary control objectives effectively. 

Figure 5 illustrates the triggering time instants of the proposed

ontrollers, in which the numbers on the right-hand side of the sub-

gures are the total number of the triggers. It can be seen that the trig-

ers for each DG are aperiodic and intermittent rather than continu-

usly. And the total number of triggers for each DG is only around 200.

t can also be found that the triggers during transient processes are very

parse, whereas there exist some triggers during steady states. The trig-

ers during the steady states may be caused by the model error of the test

G, because our MG model contains elaborately modeled DG by involv-

ng inner voltage, inner power control loops and PWM control, which

ould inevitably bring some generation errors. In fact, in the real appli-

ation environment, despite of the generation error, the measurement

oises could also lead to some other errors. These errors would make

he outputs of some DGs beyond the allowable convergence error range

uring steady states, and hence, more triggers are generated. Thus, the

imulation result is more in line with practice applications. Neverthe-

ess, the triggering time instants for each DG are highly reduced, which

mplies the proposed self-triggered secondary controllers can reduce the

ommunication and computation requirement significantly. 

Moreover, it can be observed from Figs. 4 and 5 that the curves of

he frequencies and the active powers are serrated rather than smooth

uring the transient process. And the convergence trend of frequency is

inear due to the signum function and the linear clock. 

.2. Comparison verification 

In this subsection, we compare the proposed distributed self-

riggered controller with the traditional distributed controller and a
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Fig. 5. Triggering time instants: (a) Frequency 

controller; (b) Active power controller. 
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tate-of-the-art distributed event-triggered controller in [29] . Without

oss of generality, we only consider frequency restoration control here

o simplify the results. 

For the distributed event-triggered controller in [29] , the triggering

ime sequence for the frequency restoration is as follows: 

 

𝑖 
𝑘 +1 = min 

𝑡>𝑡 𝑖 
𝑘 

{ 𝑡 | 𝑒 2 𝑖 ( 𝑡 ) ≥ 

𝜎𝑖 

4 𝑚 

2 
𝑖 

�̂� 

2 
𝑖 ( 𝑡 )} , (31)

here 𝑚 𝑖 = | 𝑖 | + 

1 
2 𝑑 𝑖 . 

There main difference between the proposed self-triggered controller

nd the event-triggered controller in [29] lines in: 1) the proposed self-

riggered controller only needs to monitor the clock 𝜃 to see if it de-

reases to 0. The calculation only occurs at the triggering time to update

he linear clock. However, the event-triggered controller in [29] needs to

ontinuously calculating the triggering condition 𝑒 2 
𝑖 
( 𝑡 ) ≥ 

𝜎𝑖 

4 𝑚 2 
𝑖 

𝑞 2 
𝑖 
( 𝑡 ) to see

f the trigger should be conducted at current, which results in a huge

omputation overhead. 2) Without signum function being involved, the

vent-triggered controller in [29] achieves an exponential convergence.

Figure 6 shows the performances of the traditional time-triggered

ontrol, the event-triggered control and the proposed self-triggered con-
Table 2 

Comparison results of NC and NTCC. 

Controller Number DG1 

Traditional 

controller 

NC (Times) 12,000 

NTCC (Times) 0 

Event-triggered 

controller 

NC (Times) 370 

NTCC (Times) 6000 

Self-triggered 

controller 

NC (Times) 336 

NTCC (Times) 0 

8 
rol. It can be seen that our proposed self-triggered controller shows dif-

erent convergence results in comparison with the traditional controller

nd the event-triggered controller. The biggest difference between the

hree controllers appears in the transient process. As shown in Fig. 6 (a),

he convergence of the traditional controller is smooth. However, for

he event-triggered controller and the self-triggered controller, there ap-

ear some sawtooth ripples during the convergence periods caused by

he event/self-triggered mechanisms as illustrated in the amplification

gures in Fig. 6 (b) and (c). 

Figure 7 provides the triggering time instants of the traditional con-

rol, the event-triggered control, and the self-triggered control. As shown

n Fig. 7 (a), with the traditional control, each DG needs to trigger con-

inuously and conduct 6000 times control actions and 12,000 times

ommunications (each DG has two neighbors). However, as shown in

ig. 7 (b) and (c), the triggers of DGs under the event-triggered control

nd the self-triggered control are more sparse than that of the tradi-

ional control, which demonstrates the communication efficiency of the

vent/self-triggered control. But, the pattern of the triggers in Fig. 7 (b)

s totally different from Fig. 7 (c). It is shown that the self-triggered

ontroller requires fewer communications than the event-triggered con-
DG2 DG3 DG4 

12,000 12,000 12,000 

0 0 0 

526 582 568 

6000 6000 6000 

274 292 547 

0 0 0 
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Fig. 6. Frequencies of DGs under the comparison 

controllers: (a) Traditional controller; (b) Event- 

triggered controller; (c) Self-triggered controller. 
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p  
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4

 

t  
roller during the transient process. However, it triggers more often

uring steady states due to the measurement error and communication

oise. This means that our proposed self-triggered controller is suitable

or the system with frequent disturbances, but the event-triggered con-

roller in [29] is more applicable to the system with fewer disturbances.

n practice, there always exists small disturbances in power systems.

rom this perspective, the proposed self-triggered controllers are more

pplicable in real applications. 

Table 2 provides the comparison results associated with the num-

er of communications (NC in the table) and the number of triggering

ondition computations (NTCC in the table) for the three controllers.

t is worth mentioning that, since each DG has two neighbors, the

umber of communications is twice as much as the number of trigger-

ng time instants. From the table, it is also observed that the event-

riggered controller and the self-triggered controller significantly re-

uce the communication cost for each controller compared with the

raditional controller, and the self-triggered controller has better per-
9 
ormance than that of the event-triggered controller (the reduction is

bout 96% for the event-triggered controller, about 97% for the self-

riggered controller). However, even though the number of communica-

ions for the event-triggered controller and the self-triggered controller

re in the same quantity, the number of the triggering condition compu-

ations of them is different. The event-triggered control requires the con-

roller to compute a complicated triggering condition at each iteration,

ut the proposed self-triggered control only needs to monitor a simple

lock without triggering condition calculation. This indicates that the

roposed self-triggered control achieves a lot of computation resource

aving, which verifies the superiority of the proposed self-triggered

ontrol. 

.3. Performances with different parameter settings 

In this subsection, we will show how the selected error 𝜀 affects

he performance of the controller. Since the convergence error is more
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Fig. 7. Triggering time instants: (a) Tradi- 

tional controller; (b) Event-triggered con- 

troller; (c) Self-triggered controller. 
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Table 3 

Performances of the controller with different 𝜀 . 

𝜀 0.05 0.01 0.005 0.001 

Convergence error (W) 1330 260 120 20 

Average Number of Triggers (Times) 44.25 180.5 286.5 1342.75 

g  

e  

c  

t  

c  
pparent in the results of the active power sharing, we only show

he active power allocation performances under different error 𝜀 for

onciseness. 

Figure 8 illustrates the active power of each DG and the correspond-

ng triggering time instants when the error 𝜀 is selected to be 0.005,

hich is smaller than the case in Section 4.1 , where 𝜀 is 0.01. Compar-

ng Fig. 8 (a) with Fig. 4 (b), it is clearly shown that the active power

llocation error becomes smaller due to the smaller 𝜀 . But, as compared

ig. 8 (b) with Fig. 5 (b), the smaller 𝜀 also increases the number of trig-

ering time instants. 

Table 3 shows more cases of the controller with different 𝜀 , in which

he largest convergence error and the average number of triggers of the

imulation results are provided. From the table, one can observe that the

ontroller with smaller 𝜀 results in smaller convergence error, but will
 t

10 
enerate more triggers. On the contrary, the controller with larger 𝜀 gen-

rates fewer triggers, but will lead to larger convergence error, which

oincides with our previous analysis. Therefore, the trade-off between

he number of triggering times and the control performance should be

onsidered when designing a distributed self-triggered secondary con-

roller. 
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Fig. 8. Control performance: (a) Active power sharing with 𝜀 = 0 . 05 ; (b) Corresponding triggering time instants. 
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. Conclusion 

This paper proposes a distributed self-triggered control strategy to

oordinate the distributed renewable generators for frequency restora-

ion in microgrids. First, a self-triggered frequency restoration control

lgorithm is proposed according to the signum function and a designed

inear clock. Then, the self-triggered control for active power shar-

ng is realized by a similar design principle as well. It is proved that,

ith the aid of the linear clock, Zeno behavior can be naturally ex-

luded for each controller. Moreover, each controller does not need to

ompute any triggering condition. Finally, the verification results show

hat, compared with traditional distributed secondary control, the pro-

osed self-triggered controller can reduce about 97% communication

equirements. And compared with the state-of-the-art distributed event-

riggered secondary control, the proposed self-triggered controller not

nly can achieve similar communication reduction but also can signifi-

antly reduce computation costs. Thus, the energy consumption of the

ontrol system is reduced as well. Furthermore, it is found that the

riggering pattern of the proposed self-triggered controller is different

rom the state-of-the-art event-triggered controller, our proposed self-

riggered controller is more applicable to the system with frequent dis-

urbances, thus is more applicable to real power system. In addition, it

s also found that the parameter 𝜀 affects the number of triggering times

nd the control performance. One should select proper 𝜀 according to

he practical requirements when designing the self-triggered controller.

uture work will be focused on how to relax the communication network

opology to the general directed graph and how to modify the proposed

elf-triggered controller into an asymptotical convergence controller for

he secondary control in microgrids. 
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